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• 12 anni di esperienza: azienda nata 

nel 2002

• Specializzata nella produzione di 

sistemi IT professionali:

• Server

• Storage

• Workstation

• Solida alternativa alle multinazionali 

del settore

• Made in Italy: una realtà tecnologica 

Italiana che investe nella divisione di 

Ricerca & Sviluppo.

E4 Computer Engineering



• Requirements

– CERN: 

• swap storage to retrieve large amount of data from tape and run Grid Comuting. 

• Price/performace/power consumption ratio

– France Telco ISP (rank #5): 

• archive, backup, cold storage for OnDemand media content (swap cold/hot). 

• 200 TB/yr growth, Object Storage, Low latency, HA

• The Solution

– CEPH object storage - hardware architecture inherited from HPC

– Data Replication (2x, 3x) to increase resiliency

– 40Gb network for fast data transfer

• Why it is important for you

– Scale out scenario: fast data growth

– Hardware agnostic - manage big data content

– Hardware tiering: large amount of hot/cold data

– Object Storage approach
4

Object Storage Customer Scenario
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CERN – Geneva (Switzerland)
the world's largest particle physics laboratory

Need

High density computational nodes

Big data storage

Application

High-energy physics research

Solution

7.000+ dual socket mainboards (54.000+ cores)

36.000+ enterprise class hard disks (70PB Storage)

Key factor

Technical skills

Post sale

Resiliency and low failure rate

Economic competitiveness

Ref: Olof Barring  (Head of IT procurement, CERN)

E4® systems @ CERN

Price



Object Storage

Alyseo : SW layer 

E4 & HGST : HW layer

Telco ISP



Object Storage : 

Ceph

• Implement over LIBRADOS 
data exposure to APP and 
HOST/VM

• Implement S3 (Amazon std) 
and Swift (Openstack std) in 
RADOSGW

• Implement Block Device 
(SAN std)

• POSIX client (under 
construction)



Object Storage: Ceph S3

Infiniband switch

(low latency)

40 Gb (4x10Gb)

• Radosgw: expose the data

• Monitor

• Ceph-osd: storage server

• Storage Server

• Infiniband low latency lan

• 40Gb network: 

– 2x10Gb FE

– 2x10Gb BE

E4 Computer Engineering SpA
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Object Storage : 

replicas x3

• Ceph data replication to 
implement high availability
(x2 or x3)

• Dedicated BE network 
(2x10Gb) to be used by 
replication (not only)



Details

• RadosGW

• Ceph Monitor (x3)

• Storage Server (x4)

• Scale out Object 
Storage (xN)
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REDUCING CLOUD 

DATA CENTER TCO with

Ultrastar® He8

8TB

World’s First 8TB 3.5-inch Helium Drive

+33%
CAPACITY

23%
LOWER

POWER

Works

w/ Existing 

3.5”

SMR/HAMR
COMPATIBLE



GRAZIE


